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1. Jackendoff: Conceptual Semantics(C WLV T

PMRBFICHT LAY b 1 7d) OFE S THAEWDOLLOM A N I210) THKRME
MESSAGE/REQUEST/PROMISE 7 ¥ @\ @ Aillocutionary forcell257=5 & O DIEE) &
44 k. Speech actlZ b MEEWRITSHRE L W) DNRIERIZBUREEV, 72720, 5
DEMEHEFHFELRECH L TW L 2PBBFE A 61045,

M1 MSWOZEMBBHEFTAE (TO ) K2WT

Jackendoff (2002:359)
(1) The messenger went from Paris to [stanbul. <Change of Location >

(2) The inheritance finally went to Fred. <Change of Possession >

TO spuinl and TO pose are both innate and subscripts are just different in Spatial seman-
tic field and Possessive field. Conceptual Semantics:

toin (1) =TO spatial

toin (2) =TO poss
—%. RHERBTEEMBNIRBRCL LWL LY, 257 712X, L DMK

<A >FHBTH EHAT L, Cognitive Linguistics

toin (1) =TO
toin (2) =Fpuss (TO)
TO is a spatial path-schema, and F iz a function that maps the field of

spatial images into possessional images.

E G T<ITA > v ) % 150 £ 5 2R A2 TJackendoff (personal com-
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munication) LLELTF®D X 523X Twvr % | To say that possession is “more abstract” does-
n’'t explain how it is learned. It is probably the case that children acquire spatial language
first and use the parallels to find their way into the language for the possessional domain,
but that doesn’t mean that the possessional domain is itself not innate. I think it's signifi-
cant that the possessional domain has a much more limited structure than the spatial: it

has no paths other than “from-to” paths — no “toward”, no “along”. no “between”, no

(. B0

i ", for example. The reason is that the domain is “adimensional.” that is, there is

s space between its “locations”, which are all persons. This shows me that
the possessional domain is not “derived” from the spatial domain, rather it has its own
inherent properties. < A # 7 7 — T Source domain #*% Target domain @) mapping %1}
LARHE L Tuwhn I 22w T OB IXHigashimori (2002) ZHE. >

178 2 Speech acts® T <Tifime 7% (Decomposition) THHTWIHES ?

< PPEELG | SRR BT E hvilEt LS >

Jackendoffldffse 04T OLEMEE KO L 9 IR TWE ¢

Jackendoff (personal communication) : It's necessary for learnability. Since the child has
to learn concepts, they must be learned on the basis of something more primitive and (at
hottom) innate. Only Jerry Fodor helieves that all word meanings are totally innate and
undecomposed. The problem is to figure out how to do decomposition, avoiding the argu-
ments against necessary and sufficient conditions. That’s a lot of what chapter 11 is

ahout.

{FAERREI A 7 2) —id v { D448 P (Seven ontological categories)
Jackendoff (personal communication) : I think I added a couple new ontological cate-

gories in the new book, without pretending to be exhaustive. But the argument is essen-

tially the same. Jackendoff (2002:272)

I. Langacker®DERAIIEIZDWT

MNRBEZ2WT 2 A N HERER (F4 273 A) TIAA—EFLENRED L ICH]
EFRERMT LM TR I EASTRHGRMIEHEEZ L, BMERLGELTFoMIEEE
EPRTYARRAZLMIALTREIIZHTHLILEZEDL IR T HEHHRBETH S
ELCHEfRE ST Twa,
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M3 47 AGICEE s, EHEMICIEIATET. LFEHZFOMEBROZIE
PSS D 2 EAAE. DEL (2000:50) OV G ZEE ORI I huE, ERo 3
RIuEALIETEEL S Lz wads, ZHMHNEOATER YA 72 ¥ AaHEA 0. 7,
Langacker (2001) TIZBMILEO#EDH OEH & L TGroundidthe speech event, the
speaker (S) and the hearer (H), their interaction, and the immediate circumstances
(notably the time and place of speech) & M7 L. Current Discourse Spaceldthe mental
space comprising those elements and relations construed as being shared by the speaker
and hearer as a basis of communication at a given moment in the flow of discourse & 7%
LTVv:%: Ground £ PROXIMAL, DISTALE w3 22N % L OREFOTENSE S
MODALSO LHEHRICOGEHTE DL L ZAIZEWDH H & v B IZ5 D55, Successful
communicationZ W IC LT, BMAEMMGTHFEEINTVWLELTF - M E %@#ﬁjﬂ]ﬂ%
(Shared Knowledge) (Z#-0 < DiscourseZ i > TWwWh e IAI2E9, [BENH L. B
H il - R AIHI i) ;i LM TR SN b Q& T
DA, FELFELHEFETC—H LT WESLREN, WTLAZEThHi, EHMMM
R (14 AL i MY Th, IR GAEFICR AL DM OO %

BIGEREEAREE RS n}ﬁ LELHEFOMBPRLZ bR BI ML H D, FR
BRNLDTED LS
& (2000:50)

V=§ cemmmmmmmesmimme e =0

V-h

PROX MED

ZALM 9 A AR

Langacker (2001:145)
(3) A Will you fetch that book in the bookshelf?

B : This isn’t the one I wanted.

MAME 4 FRASCIE TR (compositionality) XD EEIEAVO HWFEO 707 7 4

VOMBRLEHREIFTHALTWSY, FEFILILBRECONPHLEBHIC, EOL
YIC<HABSFHWCHE LZoHETu 7 AL Ehi- 0RO T O A IR T, &

iZdefanlt DEROLE L XS 72w L. RAIGAIC SRTEAE S o

< B EREE © Ad hoe concept construction T ikl B ] 5B >

(4 ) There is a bat under the table, <Y IO vy F><Z5HH >
(5) Thereis a carpet under the table, <HRIZ2A—Ly F <UD TLE2Tha22A—Xy b >
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(6) There is a rat under the table.

7) There is an ant under the table.

I. LevinsonDGCIHHFIZDWNT

MNRRRCHT a2 b AREEOGCICEZFELT - WA ToEETOwEL—
HiEh Y AV 0iIRE0LB) LES,

W5 3 E£3H, GCIOMMEEENEN Oheuristic OB ENTRXTARA+GTHLIETH
%o abnormal wayk $ %25 [MAnormal P ®OHE % L, simply described & & % A5, 47
simpleZ it 2D E % L. Preferred meaningiZffiiZ & » Tk vy EEIZAHZL
Presumptive meaning b T icE W/ EED & v ) FHENFAH, FL { i3Higashimori
(2003) =%,

BEREIZNTAHIAYF GOLEI— FELTRETREVIEWS TIRBICIZVTOM
B Ehrhb,

MiE6 GCIZRGTETAI LIZEN., %FED ¥ L7 (Utterance type) &\ HfL L%
LevinsonlZiBE L T 54, TRTOR T S NLFREEMIZ T 9 GCL Tdefault s 35 A % it
ath%a\%mﬁ&f%<@ﬁmm Bk ) OBBESTIHEZ> LT RRWEERED
AUZE S L\ &) £
ML LY BT 5 S C R Ve Ebh s,

FARW (2@ 1) : Levinson (2000:117) ‘Conjunction buttressing’
(8) Pand Q.-++— (P and then Q) <temporal sequence >
Pand Q.-++— (P therefore Q) <causal connectedness >
Carston (1995) (12X 5 B .
(9) Idid the dishes and 1 gave the baby a bath.
< the default rule for temporal ordering >
the general understanding that the baby bathing followed the doing of the dishes
< the default rule for causal connectedness >
an instance of doing dishes causes an an instance of bathing a baby
ZOREDEREBHOGCTE ED &I 12 L TlevinsomtE R CE 202 P TGS IE S O &
5 % GCIIZ & Anegative informationl& AL ERL DT, Fisd L W EMICT 5. X510, #l
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(10) @and T2 <temporal ordering>> b <causal connectedness >l f OGCTHIT N i+ =
kb,
(10} It's 30 C in Delhi and 35 C in Bombay.

FAkE (F@ 2) :afinger++—my finger® & b MEkE WD 5.
(11) Tiny doll fingers were sometimes wrapped individually because wrapping the entire hand
together might break a finger. —WebCorp
(7 L ¢ 3Higashimori (2003) Zi)

V. Sperber & WilsonDESEMEEFRIC DT

WERE2 (1) —BEM (coherence) Z#HAT2EHIE L CHEAEEERIZA |0 Tladhwy
e B O(3) DEA—ISESEE O BEEM 2o WT OBEEOH B LR MR T A EE Tl
ATV

FifE7  ER—Bic &0 { #5 Tlddiscourse-initial utterances*isolated utternaces® %
VoL v L. coherenceDERIZBNTWTEH, BEREZ LS LWVHESHELEL, HETH
% (Blakemore 1988:233), 7z, (12) @D L HICHB—5 2 &L WwaTERXZA BEEMH
DEZTHEL, Lo XITHTFEPEEE I AP LTWHRATETH L L v MIAE Sk
ChhHMThL,

(12) A : What did she say?
B : That man has a gun. —Blakemore (2001:104)
(Hif9) . Sperber and Wilson (2002:14))

COFTIIBOREFIZEMICH T HI8E L LT TR -H L7 (coherence) 7 CH I
ML T LI BLOHEL, BFEOMICHAREEZBEME BEMAEHET LB R Y
HE-HELCwhEWHEG, (AERCHRI0BHEDEGL I T{HYTHET, T itk
Mlocal coherence (global coherencetZ®} 4 4 HEE) (CFEDCHBILD bF#FHOHR T ) <
MUITELELTWA), SHICBEMOVAASATHOREICEHER AR ZZVL,
BOEFOER b LT, BHEENFH N €9 LB o TWwbWwA LR 22503 fat %
Cy BHMIZEF o BRTELZVWEELH S,

Lit (12B) @3BV OFRE= T LDHL L,
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i) BMicxs s m%(WHfmﬁnf%ﬁ%ﬁo% HM s E Ly PCLTHEE
LTWAHE) . 12BFIRAOBEREMNEZIIE S L 12A0mHIZA TShe said XOXDEH
R T I CHADORAAEER L TV b,

i) IWEELTTHL, 12BOANBMTHRIN, TORORAERIIHT 2HHT. M
E<HEE LAV RE, BREIS, TCICEFESE (12B) *HCTHEL.
[FCHTE] EWIFHFLWIFRIF I T2 A bR ELTEEL, (o A0RAE
FHOOT) WHEAZERLTWE, <ZOBEDFI2ZBOBRTIE, BE—ISEEE
E22o0%HELy MZILTEAZLLEINL L, BOATHEEGOENTHEL T
5>

i) IGHELTTHAL, 12BOAITEMTHERS L, 2ZBEHVTHAZAIIZE, MY Iz
b Adwiw L, SRMARAE ML b 72% <0, <RI B
L dirrelevant 7 >S50 H

BESH L, MEMoOEES 2 (domain) IZHFETLMELEH Y 9.
<EHB—BE>%Ey MILTHETLHE
<EM>-<BE>:HHLT. BEDATHETLHE
<HB>nHTHAETILHE

<EBBE>OHRTHETLHE
BEVWAEWALEEEFERICEHE I IRV T,

(ZOMhO TR Bk L HEEIZ oW TIE g (1998) Z:H8)

% 7>, Wilson, D. (1998: 68) Cidiighindt@E ¥y & AEFITIEMESH Y L LT0A
In Relevance (pp.216-217) , we argue that what is crucial to comprehension is the contex-
tual information rather than the discourse topic.

Blass (1990:85-86)
(13) He went to McDonzld's. The quarter pounder sounded good and he ordered it.
(13)” a. McDonald’s is a place where food is cooked and sold.
b. The quarter pounder is ground meat which was formed into patties, fried and put into
something baked with flour:.
(14) The river had been dry for a long time. Everybody attended the funeral,
Contextual information:
(14)” a, If a river has been dry for a long time then a river spirit has died.

b. If somebody has died there is a funeral.
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V. BEFEOZHE MO FICDONT

MR L S CANO B D & b E<HBIENS><TBMWSD2o5Hb LW LHHE
LY REMEM T OREEIIZE L A COULD % COULDI < &R0 4 A CAN A & IR 4
(28) >+ COULD 2 < KMy 7% B CAND B iRE (31) >ZBRINTWES,

MIHES © Papafragou®?Groefsemall £ % M4 4 5 OPIEGECAN LG KO <HEE > L 59
MOFRAREZHETEDTOHARETHERTELVOREVWIE WS T ETT,
(DCANDER I EiEST - 770 - Wi COBEEIERELIZCWHINE L 5B !

(15) These young assistants can give the pupils valuable practice in understanding and speak-

ing the foreign language. —Groefsema (1995:109)

COULDIZ 2T & ko fill31ogical possibility /ability® EHHRED LI WHlAH B ¢
(16) So you couldn’t do it anyway. —Biber et al. (1999:493)
(17} George Bush eouldn’t run a Laundromat. —Bybee (1990:504)

“The ambiguity of could can be seen in the following bit of wisdom, expressed on a
bumper sticker; This statement could be taken to mean that he tried and failed (the past
tense reading) , or that even if he tried, he would fail (the hypothetical reading) .”

@CANIZIZ<MIA> <O S LI L B { oD 505 EDLHIC<LHHEIH>CTHMT
B DA
(18) You can wash up for a change.

(19) Can I get you an aspirin?

COULDLRLTO L S hg L DHEH L,
(20) Could 1 sit here a minute, Joyce? (tentativeness) —Biber et al. (1999:485)

(21) Could you sign one of these two? Would you mind? (politeness)

HPERLE I £ 52CAN (COULD) @ZFEMORTIZE 53
encoded concept of CAN
i
pragmatically enriched

!
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communicated concepts of CAN (i.e. ability-permission-possibility)

MR 0 © M (28) (31) THYCOULDZEI IS AR ETWIlATTL 205 ?
< [ B AE TNicolle (1997) (twillE be going toi# & N THIBL Tw4 >

EIHEL0 © #EH (35) RN RN E— 7 74— HMREMROKR MR TE v E LTw
B RO L) RRUEHLIIEIEZ DD ?

(33') "Where’s Sarah? If you asked me, she could be at Joe’s place.
<HEERRTIE 2 ¥ FORE L OWRIHIECAOH 5. s L QAR - HF (2003) >

ff7811 : Papafragou (2000) TIHMREFEDCOULDZ - TWWiWOT, FHi-mohibE
P Lty MIGHT & COULDDEWIZ S FEES B ENH A,

Papafragou (personal communication): I think your idea is very interesting and worth
pursuing. I haven't thought about could in detail but any account of the meaning of the
modal must take into account also the fact that it can be used as a regular past tense of
can, as well as a counterfactual. Notice that might differs from could in ways that
remind me of the may vs ean difference: somehow ‘he might do it’ commits the speaker
to the view that, if things develop as expected, he will do it, whereas ‘He could do it

does not.,

72721, CANDHEFNEZ W TR WAEGEE LTREEOHEZIHBTAHZ LbMiEE LD
B, MWHHEO TAIXSE LCSperber (1997) limetacommunicative system, meta-
logical system, metacognitive system & #£% L "C\C, hypothetical possibility7: £'l3meta-
logical systemTHZ B & LTWwah, IBRLIFA#Z &R [[1] TFEL, CAND 2 FFERiZ
[[P]] is compatible with Dietwal & LT/ T H #Es D (set of propositions in a domain) #*
factual, unspecified, normativeLAMZ  FEE T A LEH LD L2 WO CHIETH 5,

% BEREEER &R EEII2 W THSmith and Smith (1988:348)

First, counterfactual conditionals have as an explicature the falsity of the proposi-
tion represented by the antecedent; second, and more interestingly, Relevance Theory
suggests the hypothesis that a major difference belween counterfactual and
indicative conditionals is that the former have the property of being necessari-

ly ‘interpretive’ whereas the latter can be used either interpretively or deserip-

=132—



]

[FEM#A Lo (ST 5350 MEBIE 03 A 2 b

tively. Utterances used descriptively represent some state of affairs in a (possible) world
directly; utterances used interpretively represent some state of affairs indirectly via their

representation of another representation..

HIR2 © BT O % 61 % Sweetser (1990) 7 EFRBMBEETIEA S 7 7 —WIZIERE B
4%, Sweetser (personal communication) TEA ¥ 77 —THh{ A M= I =X A5H)F
PVHEEEZTWHEWIZETLE,

Z M | Garachana and Hilferty (1997)

BET TR T CHENHGROH - L RBICOVWTHME L TBE 7.

LEXICAL PRAGMATICS (Ad hoc concept construction)
(ULexical-pragmatic processes do contribute to explicit truth-conditional content:
Narrowing: bird—gea bird
Loosening: bank—cash dispenser
(Z)Not all narrowing is stereotypical or analysable in terms of default rules.

(3/There are combinations of narrowing and loosening: I need some money. I must run

to the bank.

P PG & FRA CRER - "’H‘ (2003) &)

BEEE | DHAE M FEER MM & FOREFERPFPIC LTCHOPTIT b iz
AT B Lo (theory of mind) | THa, MEFFATER(HFOEVWILEEH
fg L., BHEMICERHERY (ostensive) Wl (FFHHEL) O ARG T 5 FHE A
(domain-specificity) &WIHHE EE2F>OTHEEGIEIHEFOLERDEY 22—
(mind-reading module) O—#FiZMEMEICHE T EBE 2 -V ERBLTWEEER, ¥
SR I R I A @M 2 A 7 4 (sub-personal systems) OFfHZH I LTS
[Sperber (2000:133) , Carston (2002:7) 1o

||i

He g 7 &) G)«Pr?'g'{[,’(" BEE R (cognitive effects) & WLE% ) (processing

effort) IZXDRELLDTHA.

MEEMEGORER 1 GEMAMERRD . AMORAEEEE (Fabbh, TELLT3 RN
BHNTTELETEL DayT oA GBA) BRLERTHIE) ZRAKICTLELHIS
Jilf i St A (Sperber and Wilson 1995%260; Carston 2002:379)
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BIEMEAORA 2 (REORRD)  FNTOEHWREE (#FLEDL) THIRROY
HPE (optimal relevance) D FLiARZE{RET A (Sperber and Wilson]995%260; Carston
2002:379)

B OME Y (optimal relevance) & 3@ 4IRS L & SIZRD 250D 4LE%0
LT ETHEL . (a) MEFORLRBITGETIaYT 7 A MYIRTAEARTILE D (B)
HEFILE0I YT/ AMIREERSELDCALERUHABNZREBVWILTHD
REOMEN L IREAOMEY: (maximal relevance) Tk L, @FIEHE AT A28
DBV RROEAEOH D, UL THIVERTH . MEEOFIAMBOFERRIC
LHIR/BINLFEA, AMAELEE) HIT (a) AVRBRENICEELETZ01CH0-T
(know) WZTNELLHLEWLOTRLEWI L, (b) APFENICH -7 (obey), b 7%
o) TELOTERVWI L, (o) AHOEEFIICHET AN ZVW—K{ETHR L
Tdh b, (Wilson and Sperber 1988:140)
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